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Intermolecular Proton Transfer in Microhydrated Guanine—Cytosine Base Pairs: a New
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Accurate calculations of the double proton transfer (DPT) in the adenine—thymine base pair (AT) were
presented in a previous work [J. Phys. Chem. A 2009, 113, 7892.] where we demonstrated that the mechanism
of the reaction in solution is strongly affected by surrounding water. Here we extend our methodology to the
guanine—cytosine base pair (GC), for which it turns out that the proton transfer in the gas phase is a synchronous
concerted mechanism. The O(G)—H—N(C) hydrogen bond strength emerges as the key parameter in this
process, to the extent that complete transfer takes place by means of this hydrogen bond. Since the main
effect of the molecular environment is precisely to weaken this bond, the direct proton transfer is not possible
in solution, and thus the tautomeric equilibrium must be assisted by surrounding water molecules in an
asynchronous concerted mechanism. This result demonstrates that water plays a crucial role in proton reactions.
It does not act as a passive element but actually catalyzes the DPT.

I. Introduction

Since Watson and Crick published their seminal article in
1953,' the interactions between the hydrogen bonds in DNA
base pairs have attracted a broad interest from both experimental
and theoretical chemists. Given their double helix structure, the
interactions between base pairs are responsible for the storage
and transfer of the genetic information. Consequently, genomic
sequence alterations through different mechanisms like forma-
tion of wobble base pairs, geometric discrimination or electro-
static preorganization of the deoxyribonucleotide triphosphates
(dNTPs) substrates could increase the possibility of spontaneous
mutations during DNA replication.>”* Besides, on the basis of
the Watson—Crick’s model, Lowdin introduced the hypothesis
that “rare” tautomers could be formed via the double proton
transfer (DPT) mechanism,>® and suggested that spontaneous
mutagenesis could be also induced by these variations of the
tautomeric state of the nucleotide bases.

Following Lowdin’s work, the DNA base pairs have been
extensively studied using a wide range theoretical approaches,
essentially in the gas phase.””?* However, under physiological
conditions, water molecules are critical to ensure DNA’s
stability,?** and the aqueous environment also affects the
structure and functionality of nucleic acids.?® To provide a more
realistic model for DNA, several theoretical studies have been
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carried out to establish the influence of hydration on the
tautomeric equilibrium and related properties.?s™* The first study
that addressed this topic was conducted by Floridn and co-
workers,”” who found that polar environments stabilize the
canonical structure with respect to “rare” tautomers. This result
is consistent with the recent work by Gorb and co-workers®®
and supports the importance of water molecules in tautomeric
equilibrium. Furthermore, the chemical environment effects have
been considered by Kumar and co-workers,** who built up
so-called solution models for microhydrated adenine—thymine
(AT) and guanine—cytosine (GC) pairs. On the other hand, Lee
and Cho?’ focused on the influence of solvent molecules on the
vibrational properties of such base pairs. Specifically, these
authors observed a frequency shift of the modes related to
the H-bonding interactions between base pairs and surrounding
water molecules. This findings are consistent with the results
published by Herbert and co-workers,*® who evaluated solvation
effects on interbase bond strengths. Regarding tautomeric
equilibrium, Kabeldc and Hobza** have recently shown that
surrounding water molecules may tune the relative stability of
the base pairs. To the best of our knowledge, only a few papers
have considered intramolecular proton transfer assisted by water
molecules in a single base,***” and we have recently studied,
in a previous work, the mechanism of the catalytic role of water
for DPT in the adenine-thymine base pair.*3

Of course, there are essential differences between AT and GC
pairs. First, the interaction energy in GC has been estimated to be
approximately twice that of AT:*~! the hydrogen bonds between
guanine and cytosine are stronger than between adenine and
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Figure 1. Watson—Crick adenine—thymine (AT) and guanine—cytosine
(GC) base pair structures.

thymine. Moreover, in the case of GC we have three hydrogen
bonds (Figure 1), making it possible proton transfer mechanisms
to be more abundant and complex. Previous studies have predicted
that in the gas phase AT does not allow the formation of “rare”
tautomers,”'® though it has been suggested®!%?%%" that an efficient
DPT mechanisms may exist in GC to promote the product usually
labeled as GC2 (Figure 2). It is worth noting that Florian and
Leszczynski® studied two additional tautomeric forms: GC3 and
GC4 (Figure 3). The former corresponds to another direct proton
transfer product, whereas the latter is reached through the migration
of the proton H4” (not included in interbase hydrogen bonds) from
cytosine to guanine, by a flip-flop mechanism.>

According to our previous study on AT,*® proton transfer
mechanisms can be affected by the chemical environment, and
consequently surrounding water molecules may play an impor-
tant role in spontaneous mutation in DNA. In this paper, we
extend this study to the GC base pair. We have designed several
first hydration shell models to investigate the impact of water
on the geometries of the GC complex, as well as its catalytic
role during the proton transfer between these two bases.
Comparisons between DPT mechanisms in the gas phase and
in solution are also presented.

II. Computational Methods

All the structures have been fully optimized using the
BP86°% functional in connection with Pople’s 6-311++G(d,p)
basis set, and free of any symmetry restriction, i.e., in the C,
symmetry group. We have chosen this theoretical level because
it was shown to be able to provide the best accuracy/
computational cost ratio for AT in both the gas and condensed
phase.*® Moreover, we have compared our BP86 results with
the experimental and theoretical data available in the literature
for GC®19-26:505155 (see the next section). The influence of the
basis set superposition error (BSSE) in the final geometries and
relative energies was also assessed within the counterpoise (CP)
scheme®® by computing the geometries in two different ways:
(i) the geometries obtained without BSSE corrections are used
for single point energy calculations; (ii) full BSSE corrections
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are performed during the force minimization process,”’ as we
recently demonstrated the importance of such corrections in
water-amino acids complexes.’®> The harmonic vibrational
frequencies and thermodynamic corrections at 298 K were
obtained at a consistent theoretical level. The vibrational analysis
confirms the nature of the stationary points: free imaginary
frequency for a minimum, and one single imaginary value for
a transition state (TS). The corresponding total energies of all
the stationary points have been improved using the MP2/infinite
basis set extrapolation developed by Truhlar,®® which provides
the most accurate results according to a recent benchmark study
of the gas phase GC.*® The basis set extrapolation is based on
a split of the total energy into its Hartree—Fock and correlation
parts:

Etot — EHF + Ecor (1)

According to Truhlar’s method, the basis-set limit for the total
energy is calculated by the following equation:

EY = 3* EMF — 2* E'TF 3’
3% — 2% 3% — 2% 3 —of
2B cor
3ﬁ _ 2ﬁEY (2)

cor
E X

where Y and X denote the cc-pVDZ and the cc-pVTZ basis
sets, respectively, while a and f are fitting exponents. For the
particular case of MP2 method, these exponents are a. = 3.4
and 8 = 2.2. We obtain the Gibbs free energies AG® from the
total electronic energies and the thermal corrections, and the
equilibrium constant is calculated using:

K, = o~ AGURT 3)

All our calculations were carried out with the Gaussian 03
package,® while the normal vibration mode visualizations were
performed using the Molekel program.®

III. Results and Discussion

A. GC in the Gas Phase. First, we check the ability of the
selected theoretical scheme to accurately describe both the
geometry and the complexation energy of GC in the gas phase.
Table 1 shows the major geometric parameters involved in the
three hydrogen bonds, together with previous results available
in the literature®™ as well as the benchmark MP2 values.>
According to the mean absolute deviation (MAD) calculated
for the hydrogen bond distances, BP86/6-311++G(d,p) is
indeed suitable, as it meets the reference data at much smaller
computational costs. Furthermore, we can neglect the BSSE
effects during the geometry optimizations as the CP corrections
modify the bond distances by less than 0.02 A. As the DFT
complexation energies for all functionals spread over a 3—5
kcal/mol range, the BSSE effects are negligible. On the other
hand, single point calculations at the MP2/infinite level using
the BP86/6-3114++G(d,p) geometry yield energies in very good
agreement with RI-MP2 and CCSD(T) values, especially when
BSSE corrections are taken into account. Here, only the relative
energies for different tautomeric forms of GC are of interest;
i.e., the values of absolute energies are meaningless. As a result,
we can state that MP2/infinite//BP86/6-311++G(d,p), is suf-
ficiently accurate for our study.
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Figure 2. Double proton transfer (DPT) in GC base pair. This reaction may take place through a concerted (C-DPT) or via a stepwise mechanism
following two different single proton transfer steps (SPT1 and SPT2).
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Figure 3. Chemical structure for GC3 and GC4 tautomers.

TABLE 1: Interbase Hydrogen-Bond Distances (108) and Complexation Energies (kcal/mol) Calculated for GC in Gas the Phase
within Several Theoretical Schemes

geometry energy
method 06—N4 NI—N3 N2-02 MAD* AE BSSE AEgsse”
Benchmark Values
RI-MP2/aug-cc-pVQZ//RI-MP2/cc-pVTZ 2.75 2.90 2.89 -27.7
CCSD(T)/aug-cc-pVQZ//RI-MP2/cc-pVTZ? 2.75 2.90 2.89 -28.2
DFT Calculations
B3LYP/cc-pVTZ¢ 2.79 2.94 2.93 0.040 -26.1 1.7 244
BLYP/cc-pVTZ 2.80 2.96 2.96 0.060 -24.6 2.0 -22.6
BP86/cc-pVTZ¢ 2.73 2.90 2.89 0.007 -26.6 1.8 -24.8
BP86/6-311++G(d,p) 2.75 291 2.90 0.007 -26.0 1.1 -24.9
BP86/6-311++G(d.p) 2.77 2.92 2.92 0.023 1.1 -25.0
Basis Set Extrapolation
MP2/infinite//BP86/6-311++G(d,p) 2.75 2.91 2.90 0.007 -29.1 1.9 -27.2

@ MAD: mean absolute deviation of the theoretical distances with respect to the benchmark values. ® Bond energy with BSSE corrections.
¢ From ref 50. ¢ From ref 51. ¢ From ref 55. / BSSE included during the geometry optimization process.

Taking into account these preliminary results, we proceed to 2 and 3). The canonical form (GC) is the most stable structure,
the study of the DPT reaction between the guanine and cytosine whereas the tautomers GC2 and GC4 are 7.80 and 15.6 kcal/
base pair in the gas phase. According to our calculations, there mol above the global minimum, respectively. Consequently, the

are three minima in the gas phase: GC, GC2, and GC4 (Figures formation of GC4 is unlikely, and we take only GC2 into
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TABLE 2: Theoretical Bond Distances and Interbase Hydrogen Bonds (A) Calculated for GC Double Proton Transfer

Mechanism in the Gas Phase (see Figure 2)

method BSSE* N2—H2 02—H2 NI—Hl1 N3—Hl1 O06—H4 N4—H4
GC
BP86/6-311++G(d,p) 1.034 1.872 1.049 1.859 1.699 1.055
BP86/6-311++G(d,p) Y 1.033 1.887 1.048 1.872 1.709 1.054
B3LYP/cc-pVDZ? 1.027 1.890 1.039 1.877 1.723 1.045
B3LYP/cc-pVDZb Y 1.025 1.929 1.037 1.911 1.755 1.041
B3LYP/6-31G(d)" 1.02 1.91 1.03 1.92 1.78 1.04
MP2/6-31G(d)* 1.02 1.94 1.04 1.93 1.82 1.03
HF/6-31G(d)* 1.002 2.016 1.008 2.036 1.922 1.009
GC2*
BP86/6-311++G(d,p) 1.031 1.835 1.388 1.247 1.157 1.342
B3LYP/6-31G(d)" 1.02 1.83 1.32 1.29 1.12 1.38
MP2/6-31G(d)* 1.02 2.02 1.54 1.14 1.38 1.15
HF/6-31G(d)’ 0.999 1.872 1.326 1.283 1.160 1.282
GC2
BP86/6-311++G(d,p) 1.026 1.939 1.756 1.077 1.039 1.613
BP86/6-311++G(d,p) \ 1.025 1.952 1.776 1.074 1.036 1.628
B3LYP/cc-pVDZ? 1.020 1.961 1.808 1.057 1.013 1.687
B3LYP/cc-pVDZ? \ 1.019 2.007 1.855 1.052 1.010 1.724
B3LYP/6-31G(d)* 1.02 1.99 1.87 1.05 1.01 1.74
MP2/6-31G(d)" 1.02 2.02 1.89 1.04 1.01 1.78
HF/6-31G(d) 0.997 2.138 2.046 1.012 0.967 1.912

@ BSSE included during the geometry optimization process. ” From ref 19. ¢ From ref 26. ¢ From ref 8.

account. In Table 2 we compare the optimized geometries for
GC and GC2 with results available in the literature. The
optimized geometry of the transition state labeled as GC2*,
which connects GC to GC2, is also shown in Table 2, as this
geometry provides a relevant information about the mechanism
of the reaction. We can deduce from the BP86/6-3114++G(d,p)
bond distances that the proton transfer in GC is a concerted
and synchronous mechanism. This result agrees with the analysis
of the vibrational imaginary frequency mode at 970i cm™',
associated to the simultaneous N1—H1 and H4—N4 stretching
(see details in the Supporting Information).

From the data in Table 2, it is obvious that B3LYP
overestimates the hydrogen bond distances even in combination
with the cc-pVDZ basis set, consistently with the ref 55.
Furthermore, the bond distances calculated with MP2/6-31G(d)
or HF/6-31G(d) also appear to be overestimated. This demon-
strates, on the one hand, that the inclusion of correlation effects
is definitely required for the study of GC and, on the other hand,
that 6-31(d) is not flexible enough to describe hydrogen bonds:
more extended basis sets are mandatory. It is worth mentioning
that the Gorb and co-workers” MP2/6-31G(d) study foresees
an asynchronous transfer, while B3LYP/6-31G(d) yields to a
synchronous mechanism, as we can deduce by analyzing the
geometries of TS listed in Table 2. Since our BP86/6-
311++G(d,p) provides the closest results to the benchmark
geometry, we state that the pathway for DPT between GC in
the gas phase must be closer to synchronous mechanism,
contrary to the MP2/6-31G(d) prediction. Finally, we do not
observe any significant difference in bond distance when BSSE
corrections are included in the optimization process, confirming
that this effect is insignificant for the structural data.

To get more valuable insights, we have also calculated the
relative Gibbs free energies at 298 K, which are given in Table
3. Unlike the results obtained for the proton transfer in AT,*
where only the canonical form was found stable in the gas phase,
the proton transfer in GC is a thermodynamical possible reaction,
with an equilibrium constant in the range of 10~7. To understand
this difference, let us think in terms of an asynchronous
mechanism in which DPT is decomposed into two steps:

TABLE 3: Total Electronic Energy (E/au), Relative Energy
(AE/kcal mol '), and Relative Gibbs Free Energies at 298 K
(AG/Kkcal mol ") Calculated for DPT Reaction in the Gas
Phase

structure ES AE AG° Keq
GC -936.37323 0.00 0.00
GC2* -936.35339 12.45 9.72
GC2 -936.36081 7.80 8.28 8.4 x 1077

initially, the first proton is transferred (H3 in AT, and HI in
GC) achieving the zwitterionic intermediate (AT1 or GC1), and
in the second step, the migration of the second proton leads to
the final DPT product. There is, of course, an alternative path
that allows for the electrical neutrality to be recovered: the
proton moving in the first step can return to its original position
leading to canonical form. What are then the conditions favoring
the second DPT step? To answer this question, let us compare
the strengths of the hydrogen bonds not involved in the first
proton transfer by analyzing the geometrical parameters. Ac-
cording to our previous study,*® the optimized H6—04 bond
distance for canonical AT pair (Figure 1) is 1.854 A, whereas
for GC we see in Table 2 that the optimized O2—H2, and
O6—H4 bond distances (Figure 1) are 1.872 and 1.699 A,
respectively. These data indicate then that the strong O6—H4
hydrogen bond in GC, nonexisting in AT, promotes the second
proton transfer. Note that the relative Gibbs free energies listed
in Table 3 totally support the above hypothesis. Also, from a
methodological point of view, the fact that DFT calculations
provide a shorter O6—H4 bond than MP2/6-31G(d) may explain
why DFT foresees a synchronous mechanism, whereas MP2
suggests an asynchronous transfer.

B. Model for DPT in Solvated GC. Although BP86/6-
311++G(d,p) hydrogen bond lengths are in very good agree-
ment with the “best” benchmark values in the gas phase,
significant discrepancies between theoretical geometries and
experimental data®® can be found. As noted by Guerra and co-
workers,% this disagreement is due to a deficiency of the gas
phase model. By incorporating the effects of the molecular
environment to the AT and GC models, they obtained geom-
etries closer to the experiment.®® Accordingly, we also extended
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our gas phase methodology by including surrounding molecules
to simulate a more realistic biological environment.

We consider environment effects on the structure of GC
models recently published by Wijst and co-workers (GC-a and
GC-b),> and by Kumar et al. (GC-e and GC-d).*? Furthermore,
a new model (GC-c) was built up in which we have included
only the four water molecules complexed to the atoms involved
in the intramolecular hydrogen bonds. Then, we check how these
models approach the experimental hydrogen bond distances. In
the particular case of Wijst and co-workers’ GC-a model, the
optimized geometry presents one imaginary frequency around
300i cm™!, which can be mainly interpreted as the rotation of
the water molecule complexed to proton H2’ of guanine.
Consequently, we modify the geometry of the GC-a model to
achieve a real minimum. All optimized chemical structures of
all solvated models are displayed in Figure 4.

The hydrogen bond lengths for each model are listed in Table
4, and it can be seen that the hydrogen bonds are weaker in
solution than in the gas phase, as illustrated by the longer
distances in the former case. However, while the N1—N3 and
N2—02 distance remains almost constant, a significant modi-
fication is observed for O6—N4, with calculated bond lengths
in the range 2.80—2.94 A, closer to the experiment value of
2.93 A. Indeed, these distances in both GC-a and GC-b are in
very good agreement with X-ray structure. For the models solely
including water molecules, i.e., no counterion (GC-c, GC-d and
GC-e), we obtain a gradual improvement when the number of
water molecules is increased. According to our calculations, the
geometries obtained with the two selected basis sets are
practically the same, and 6-311++G(d,p) can be considered
adequate and sufficient for the theoretical study of such system.

It is important to emphasize that the main effect of the
chemical environment is precisely to weaken the key O6—N4
bond, surprisingly the strongest in the gas phase. Therefore, to
check our hypothesis regarding the importance of this bond in
the DPT process, we optimized the geometries of all “rare”
tautomers for the five proposed solvated models. The canonical
base pair is, like in the gas phase, the most stable structure
whatever the model, and no other stable tautomer could be found
for GC1, GC2, or GC3, despite several tries. This backs up our
stability hypothesis and also explains why surrounding water
molecules can displace the tautomeric equilibrium toward the
canonical form.

On the other hand, GC4 can now be considered as the product
of an assisted proton transfer, and consequently for solvated
models GC-c, GC-d, and GC-e (where water molecules allow
an efficient catalysis), GC4 structures can be identified. In this
case, water molecules act directly as proton donor and proton
acceptor, and subsequently catalyze the DPT process. Figure 5
summarizes the results for this alternative mechanism in
solution. An analysis of the TS geometries and vibrational modes
allows the mechanism of the proton transfer to be pinpointed.
It turns out that the HI—N3 bond distance in the TS geometry
is similar to the equilibrium geometry for the catalyzed DPT
products. In addition, we obtain only one imaginary frequency,
which can be interpreted as the simultaneous stretching of the
N4—H4" bond and of all the water bonds involved in the
catalyzed proton transfer. This imaginary frequency is 1058i,
851i, and 886i cm™! for GC4*-¢, GC4*-d, and GC4*-e, respec-
tively (vibrational modes analysis is detailed in the Supporting
Information).The catalyzed DPT process in solution therefore
corresponds to an asynchronous concerted mechanism, in which
in the first step the proton H1 migrates from N1 to N3 (see
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Figure 1) and is followed by an assisted proton transfer, leading
to the final DPT product, which is GC4.

Finally, let us discuss the thermodynamical data presented
in Table 5. From the relative Gibbs energies, it can be concluded
that the tautomeric equilibrium is significantly affected by the
number of water molecules in the solution model. Increasing
the number of water molecules from 4 to 6 decreases the
activation barriers and stabilizes the final product. Including 11
water molecules yields an extra decrease of the activation barrier,
but only a negligible variation of the relative energy of the
product. The resulting energies suggest that (i) 6 water molecules
are enough to achieve the limit of GC4 stabilization and (ii)
the proton transfer assisted by three water molecules is more
probable than the two-water-aided process. It has already been
mentioned that proton transfers are subject to the tunneling effect
and thermal fluctuations,®® and, for this reason, the activation
barriers of Table 5 are only indicative. We have also estimated
the magnitude of the equilibrium constant for the catalyzed
mechanism. From the comparison of data shown in Table 3
with the GC-d and GC-e relative Gibbs energies (models that
provide the accurate hydrogen bonds and allow water-catalyzed
DPT), it can be concluded that the equilibrium constant in
solution is 4 orders of magnitude smaller than in the gas phase.
We should note that despite the stability of the tautomeric forms
is found to be very low when solvated models are used, the
prediction of the equilibrium constants for the GC-d and GC-e
models are in satisfactory agreement with the frequency of
observable natural spontaneous mutations, which is also very
low (between 10™% and 10710).%
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TABLE 4: Interbase Hydrogen-Bond Lengths (A) for Several GC Models in Solution

BP86/cc-pVTZ

BP86/6-311++G(d,p)

bond exp’ GC-a® GC-b¢ GC-a GC-b GC-c GC-d GC-e
06—N4 291 2.94 2.87 2.94 2.87 2.80 2.81 2.85
N1—N3 2.95 2.93 2.97 293 2.96 2.97 2.95 2.94
N2—-02 2.86 2.86 2.89 2.87 2.90 2.95 2.94 2.88
MAD* 0.017 0.030 0.020 0.030 0.073 0.060 0.030

@X-ray crystallographic measurements from ref 63. ” Geometry with all frequencies real. ¢ From ref 55. ¢ Mean absolute deviation for

theoretical distances.

GC-e

IV. Conclusions

The double proton transfer in the guanine—cytosine base
pair has been studied theoretically using ab initio calculations
in the gas phase and with five solvated models. By analyzing
the optimized geometries, vibrational frequencies and relative
energies, we have deduced that the MP2/infinite//BP86/6-
311G(d,p) approach provides accurate results at a fairly
reasonable computational price. Using this theoretical level,
we demonstrate that the DPT is a thermodynamic possible
process in the gas phase due to the strength of O6—H4
hydrogen bond: the GC2 tautomer is the most likely product.
Furthermore, the analysis of TS suggests that the proton
transfer is a synchronous concerted mechanism. The main
effect of molecular environment is the weakening of the
06—N4 hydrogen bond, and consequently the direct proton
transfer is not possible in solution. Our calculations show,

"r“,

sm.

t.ls‘
'1;16

i1.828

0,986

J-’

GC4-e
Figure 5. Optimized structures for DPT reaction in the solution model. The bond distances for the main geometrical parameters are given in A.

TABLE 5: Total Electronic Energy (E/au), Relative Energy
(AE/kcal mol™!), and Relative Gibbs Free Energies at 298 K
(AG"/kcal mol™!) Calculated for DPT Reaction in Solution
Models

Structure EY AE AG° K

Model GC-c

GC-c -1241.92190 0.00 0.00

GC4*-c —1241.87454 29.72 26.69

GC4-c —-1241.89668 15.83 16.68 59 x 10713
Model GC-d

GC-d —1394.70443 0.00 0.00

GC4*d —-1394.66607 24.08 21.08

GC4-d -1394.68033 15.13 14.22 7.3 x 107!
Model GC-e

GC-e -1776.64201 0.00 0.00

GC4*-e -1776.60787 21.43 17.36

GC4-e -1776.61739 15.45 14.29 3.3 x 107!
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however, that the water-assisted transfer provides a thermo-
dynamically accessible path for DPT in solution. According
to the TS, the reaction follows in this case an asynchronous
concerted mechanism.

These solution models are of course a first approximation
to the real environment of the solvated DNA, but the results
reported in this paper clearly help to understand the DPT
mechanisms between DNA base pairs in solution and
emphasize the role that water molecules may play.
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